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Abstract. The new methodology of optimal filtering is represented for deterministic components of meas-
ured information in on-board multivariate measuring route. Two variants of the mentioned problem are
considered, where first is for measuring route with physically realizable (stable) elements, and the second
one takes into account possibility of unstable elements in a system.
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Introduction

Nowadays requlrements to quality (accuracy) of
on-board measuring equipment, used on moving
objects of different purposes, are raised sharply. In
fact, competitive ability of such complexes is deter-
mined by filtration quality of useful stochastic in-
formation, obtained by them.

Ways for optimal filtration of random ergodic
information of measuring routes, based on Wien-
er-Kolmogorov’s method, are well known [1, 2, 6].
But for certain operating modes of routes, stated
above, the optimal filtration of deterministic com-
ponents of information flowing there is also very
important. Till now this fact wasn’t given significant
attention in scientific literature. To provide competi-
tiveness of on-board measuring systems and com-
plexes [5] it is necessary to fill in mentioned blanks in
processing of measured information.

The problem statement

In the present paper two variants of optimal
processing of deterministic information in multiva-
riate measuring route and several modernization as-
pects of the Wiener-Kolmogorov method for suc-
cessful optimal filtration of deterministic information
are presented.

The block diagram of the multivariate measuring
route is shown in figure.

Here K is known vxn matrix of transfer functions
of a multivariate measuring system. This matrix is
obtained after appropriate processing of HIL (Hard-
ware-in-the-loop) simulation results of an on-board
measuring complex.
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Block diagram of measuring route

Also we have vectors of input signals r, and @
with dimensions nx1 and vx1 accordingly. Their
characteristics are known as results of HIL simulation
of the system in long-term mode of its operation as
well. The vector of observation signals y goes
through multivariate optimal filter-observer, which
structure (transfer function) G is actually needed to
be determined. As a result of that the nx1 estimation
vector x appears on output of the measurement route.
Comparing this vector with vector iy of required
output signals of the measurement route (here @, is
known matrix of required transformations of program
vector of signals ry) allows determining vector of
filtration error signals &, necessary to further estima-
tion of measurement quality factor and synthesis of
the desired structure of G .

In two stated below problems of optimal filtering
of deterministic information the condition n > v is
assumed to be valid. The dynamic characteristics of
investigated vectors of signals are presented in the
following way:

r,=0 L ., r =L -0,

¢=0,-L ,9.=L, -0,

=0, -L,,e=L,-0, (1)
L, -L,=L_;

L, B L ,L_=L_-B

1 nx1? Ixv Ixn 2°

where

EV va(n—v) EV
B, = , B, = 0. |

(n=v)xn n—v)xv
Here sign «*» symbolizes Hermitian conjugation,

L, and L
with length n; ©,, @, , @, are diagonal matrices

Ix, are unit vectors (column and row)

of appropriate dimensions.
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Taking into account notations (1) and scheme of

the measuring route an estimation of the route output
vector should be written as
+0,L

nxl o vxl )

x=Gy=G(Kr+¢)=G(KO,L

=G(K®, +0 B, )L 2)

nx12

x.=L,,(0,.K.+B,0,.)G.,

nxl1
and estimation vector of measurement errors € can
be described in the following view

nxl»

e=x-i,=| G(K®, +OB,)-00,]L
1[0, K 480, )G.-0,0,]

Algorithms

It is worthwhile to consider two variants of the
optimal filtration task. The first variant is possible
when all of the functions used in the task, namely

0, 0,, K and @, are physically realizable, i. e.

stable. In the second variant of the task it is taken into
account that all or some of the functions, listed above,
can be unstable. In both variants of the task the proper
consideration must be given to the fact that direct
choose of filter-observer structure is based at first on
calculated (basic) functions of the route, which are
marked by index «p», but these functions can change
for each mode of the investigated measuring route
operation.

Problem 1. The essence of the problem of optimal
filtering of deterministic information in a measuring
route with only stable units and signals is as follows.
Let a block diagram of the measuring route to look
like in figure 1, units and signals of the route are
physically realizable (stable). Notions (1) and ex-
pressions (2) and (3) are considered to be true in the
task under study. If structural synthesis of the fil-
ter-observer is implemented at calculated (basic)
elements of measuring route, then expressions for
vector of measuring errors (3) should be represented
as:

€ = [Go (Ko®r +0yB, ) ~®,0, ] L
= ®£0Lnxl ) ( 4)
€ = L, |:(®r*KO* + B0 ) G — Gr*q)o*]

= LlX}’l@SO*'

From expression (4) and condition @80 =0, it is

easy to determine the required structure G, of fil-

ter-observer in the following view

G, =00, (K,0,+0,B,) :
(5)
Gy = (G);’*KO* +B,0, )_] 0.9,

and measurement error estimation vector for inves-
tigated variant of the optimal filtering task could be
obtained from the expression (3) using equations (5)
as follows

T= [(DOG), (,®,+0,B,) (K, +0,B,)

-0,0, |L

nxl =

_®,0, [E ~(K®, +0,B,)
x(K®, +©,B, )]Lnxl; (6)
&=-L,,[E,-(0,K.+B,0, )

%(®,K, +B,0, ) }@n(bo*.

Taking into account estimation (6), it is possible to
determine, for example as in [7], the minimum value
of quality index of measurement performed by the
route:

17
L =— | tr(€&R)ds, 7
oo =5 | W(ER) ()
where R is weighting positively definite n-th order
matrix.
Substituting expressions (6) into index (7), there is

with the

help of known [7] tables of dispersion integrals as
follows

no difficulty to estimate the value of I

0 min

onn =2, ]J_ tr({®,0,|E, -(0,K.+B,0,.)

x(0,K, +B,0, . )7] -(K,0, +0, B, )7] ®)

x(K®, +0,B,)+|(K,0, +0,B,)

x(K®, +0,B, )r }@,@o* ! Rj ds.

Certain values of the quality index (8) and their
changes in a function of the route variable parameters
may be presented in a view of appropriate surfaces of
reachable quality of measurement for each set of
input data. Also it allows making specific conclu-
sions about effectiveness of introduced synthesis
procedure.

Problem 2. The second task of optimal filtering of
deterministic information in multivariate measuring
route with unstable elements differs a bit from the
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first one in statement part. Here expressions (1), (2),
(4) and (5) are also true (as in the first task), but the
new conditions are introduced:

G=G,+G;
K=K, +K; )
0,=0,+0,

[T3Eal2l

where the sign marks variable parts of investi-
gated functions. Besides, considering the conditions
(9) the new notion is introduced — an estimation of
additional vector of measuring error, caused by pa-
rameters variation of the measuring route’s elements

:=G(KO, +0,B, |L
=G[(K-K,)0, +(0,-0,,)B, L,
£&.=L,,[0.(K.-K,)

]xn

(10)

+B,(0,,-0,,.)|G..

As in the first task, the expressions (5) and (6) are
considered valid there. These equations characterize,
as it was mentioned above, the vector of measuring
errors caused by possible difference between real
parameters of the route and basic (calculated) ones in
various modes of its operation.

Taking into account expressions (10) and (6) it is
possible to estimate full vector of errors of the mea-
suring route in the following way

e=8+5={G[(K-K,)®,+(0,-0,,)B, |

0,0 [E ~(K®, +0,,B,)

x(k0, +0,B,)||L;

(11

(0,-0,, )]

& =L_ {[@,* (K.-K,.)+B,

xG.-[E,-(0,K.+B,0,.)

x(©,.K,. +B,0,,) }G)r*(bo*}.

Optimal structure synthesis of G is reasonable to
perform basing on Wiener-Kolmogorov method [1, 2,
4], but modernized [3] due to processing problem of
exactly deterministic information. As quality func-
tional of measurement in such cases the following
expression may be used

I, =$ }[wtr se. R )ds.

(12)

By substituting estimated vector (11) of total
measurement errors in the route into the functional
(12) such formula is obtained:

12
Lo jw(({G[(K—KO)Q +0,-0,,)
B,]-0,0, [E -(K,0, +0,B,)"

x(K®, +© B, )]}Ln [o.(K.-K,)

B,(0, -0,,)]G.-[E,

+B2®<|>* )(GHKO* + B2®<|>0* )71 :len (I)o* }Rjj ds.

(13)
-(0,.K.

The first variation of the functional (13) will be of
the following form

17
SI] =—.
2’ch —joo

+(0,-0,)5 ] ~®,0,[E,

((R{G[(K—KO)Q

-(K,0,+0,B,) (KO, +0,B, )]}
<L, [0, (K. -K,)+B,(0,-0,.)] (4
)B

x8G. + 3G (K - K)®+® -0,

B
<L, {[0,.(K.~K,.)+B,(0,.-0,,.)]G.

—[E

+B,0,,.) ]@,,*(DO*}R))ds.

(0,K.+B,0, )((E),*Ko*

It is necessary to introduce the following nota-
tions:

R=I.T;

DL,D. = (K-K,)®, +(0,-0,,)B, |

<L,[0,.(K.-K,.)+B,(0, -0,,)];

T=T,+T,+T_=T®,0, {E, (15)

(K0, +0,B,) (KO, +0 B,

<[(K-K,)®, +(0,-0,,)B, ]]}D.

Here functions I'x, I', D, D. are signs of Wien-
er factorization procedure, and functions T, T, , T_
mean results of matrix separation process.

With regard for designations (15) the variation
(14) of quality functional (13) of measurement should
be rewritten as follows:

_ 7] L@ tr((l"* (rép-T)L,D.5G.

(16)
+3GDL, (D.G.T. - T*)F))ds.
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On the basis of modernized Wiener-Kolmogorov
method the condition of variation (16) nulling or, in
other words, algorithm of optimal structure synthesis

of G should be prescribed so:

G=r"(T,+T,)D". (17)

Substituting algorithm (17) into expression (13)
and with regards to notations (15) it is possible to
write down quality functional of measurement, or, to
be more precise, its minimum value by the following
formula

1 /e ~ —1 1
] tr[(FGD—T)D DL, D.D,

2y

—joo

Imin

x(D.G.I. - T. )}ds =2i7gj£u[(T )L, (T), ]ds,

and determine this minimum value by known [7]
table of dispersion integrals.

Further it is possible to estimate and investigate
changes of value of I, . in the variable parameters
function of the measuring route for each of the re-
quired modes of the route operation with the help of
appropriate software. Also the introduced procedure
allows making certain conclusions about providing
effective functioning of the measuring route.

Conclusions

In the paper the methodology is presented for
solving two variants of important practical problem
of optimal filtering of deterministic information in
multivariate measuring routes, which are parts of
basic on-board equipment of moving objects.
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JI. M. Baoxin, H. JI. Hoinbka, 1. 1O. IIpokod’eBa. OnTumanbsHa QinsTpanis nerepminoBanoi ingopmanii y 6a-
raTOBUMipHOMY BUMipIOBAJILHOMY TPAaKTi

3anpornoHoBaHO HOBY METOJOJIOT 0 ONTUMANIbHOT (ibTpallii AeTepMiHOBAaHUX CKJIQJOBHX BUMIpIOBaHOI iH(popmarii y
00pTOBOMY 0araTOBUMipHOMY BUMipIOBaJIbHOMY TPaKTi. PO3rIIsSTHYTO /1Ba BapiaHTH MOCTaBJICHOI 331a4i, IEPUINH 3 SIKHX
PO3B’SI3yETHCS AJIsl BUMIPIOBAIBHOTO TPAKTY 3 (Di3UYHO peai3oBaHMMHU (CTIHKUMH) eleMEHTaMH, a APYTHil BpaxoBYye
MOJKJIMBICTh HasIBHOCTI HECTIHKUX €IIEMEHTIB B CTPYKTYpPi CHCTEMHU.

Karwudosi cioBa: ontumanbHa (inbTpallis; BUMIpIOBAIBHHN TpakT; MeTon Binepa-Kommoroposa; ¢akropu3zaris; ce-
raparfisi.
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