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substantiated. This algorithm is aimed at minimaatf quantization noise power. The results ofusim
lation are given in order to confirm the effectiess of the proposed algorithm.
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Introduction and the Problem Statement An analog-to-digital converter input receives

Commercially available analog-to-digital conver-analog S|gnal, dlstrlbut_|or_1 law of W.h'.Ch. IS known.

ters (ADCs) typically have constant quantizaticepst Qua_nt|zat|pn charac';ensncs type minimizing quan-

throughout the dynamic range. Thus quantizatiotllFatIon noise power is to be found.

noise power is defined only by the ADC resolution. Synthesis of Optimal Quantization Characte-
It is known [1; 2] that the quantization noise poweristics

can be reduced by taking into account the protsiboili

characteristics of the converted signal. In thiseca

guantization levels that refer to subintervals gf d

namic range of higher probability density should b

placed more frequently than quantization levelg th

refer to subintervals of lower probability density. 1N ,
There is a plenty of sources containing recom- qu/NZ(Ui -V,

mendations on non-linear quantization level setting =1

e. g. [1] offers using “dynamic compression” angyhereV is a vector of original (after sampling oper-

defining quantization level values with a logarithm ation applied to analog signal) signal sampléss a

function. Some methods of companding are sugector of quantized signal samplésis a total quan-

gested in [3]. A- and p-laws [2; 4; 5] are commonlyity of samples.

known as they are based on some features of speech et's define quantization characteristicgp) , it

S|g:1alfs. ¢ all th i based th will determine the quantization level values as fol
n fact, all e suggestions are based on e Wyys: the first level will beQ(L/ n), the second level
pothesis claiming that in order to minimize the

quantization noise a special non-linear signal coff2(2/1) etc., wheren is a total number of quantiza-
version should be performed. The conversion shoui@n levels. Since in real systems discrete sigaé
turn signal probability density into a uniform dist ues are limited, let's define minimum value as zero
bution. For a signal with a uniform distributionnreo and maximum value as one.

stant quantization step is the most appropriate. To To execute this, signal samples should be norma-
calculate this conversion, simply reverse function lized by the dynamic range. L¥{(in volts)be sample
the distribution function of the original signalastid Vvalue before normalization, and(dimensionlessy-

be applied [6]. However, the issue of quantizatiosample value after normalization. UeX_,.; X...] be

noise power after signal recovery from digital tahe dynamic range. Then the valuexadill be cal-

The optimality criterion is determined as criteria
of minimum mean-square deviatierof input signal
samples from recovered after quantization signal
gamples:

analog form still remains. culated by the following formula:
The results of the statistical simulation [7] ofdi

ital conversion with signal recovery to analog form X=X _

afterwards displayed that applying non-linear con- Xinax =~ Xmin

version that turns signal probability density fuoit
into uniform one is not optimal as quantizationseoi
power in this case is not minimized. Thereby, th
problem is formulated as the following.

Here and further let’'s assume that the valueseof th
ignal samples have already been normalized and are
imensionless quantities.
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Thus the distribution functiofr (x) will take the fracture (Xo; po). Quantization characteristicsQ(p)
values of 0 and 1 at 0 and 1, respectiveljproviding the least value ofe, . for the given
F(0)=0,F ()=1. signal sample distribution is to be found.

Solution of the problem reduces to finding such a Unknown function Q(p) will consist of two li-
quantization characteristiQ(p) that provides mi- near segments with the point of fracture ¢; xg)

nimization of the mean-square deviation of inpuffig. 2). Parameter ¢ is defined from the equa-
signal samples values from recovered after quantiZ#ns:

tion values, while distribution functioR (x) is giv- g
en. To assess the efficiency of proposed algorithm, ¢= 3/a+\3/€ ’
let's introduce gaire, which shows how much the
. . - . — 2. — 2
guantization noise power has reduced comparing Y€re ¢, = pyx,"; ¢ =(1- m)(1- %) @)
the uniform quantization:
Q(p)
2 2
— Gunif _Gnonunif
o 2 ) 1

unif
wherec, . ; is a mean-square deviation in case of

uniform quantizationg .+ IS @ mean-square dev-

iation in case of non-uniform quantization with folu
characteristic€Q(p) .

Consideration of Elementary Particular Case Xo

Let's consider particular case of non-uniform in- |
put signal sample distribution: a sample falls ithte 0 lp 1 P
interval (0; x,) with a certain probability,, other-

wise (with a probability1-p,)) it falls into (x,; 1); Fig. 2. Quantization characteristics which referthe
samples have uniform distribution within each of distribution function shown in Fig. 1
these two intervals. Than distribution function Iwil Proof. Let n be total number of quantization le-

look like broken line as shown in fig. 1. Solutioh  vels. Obviously, the greater is the slope of the di
the quantize function for this particular caseaido tribution function in an interval, the more often

approach the general problem later. quantization levels should be positioned in this in
F(X) terva_l. Thus the quantization chgracteristic witloa
consist of two segments, the ordinate of the firactu

1 will be equal tox,; quantization characteristic line
itself will be convex in a way opposite to the con-
vexity of F(X) line. Abscissa of the point of fracture
will be our unknown quantity.

Consider interval$0; x,] and[x,;1] separately.

At the interval[O; x,] the following statements
are valid:

- there areNp, signal samples withinN is
considered to be sufficiently high);

Po

— quantization interval width i$3ql :ﬁ;
on
Fig. 1. Elementary case of non-uniform signal sampl - Quantization characteristics line is expressed
distribution.F(x) is a distribution function of normalized
signal samples

0

by equationQ( p) = % p.
¢

Let's prove the following statement. At the interval[ x,;1] :
Let the distribution function F(x) consist of

two linear segments (fig. 1) and have point of there areN (1~ p,) signal samples within;
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_ 1-%, . four, eight etc., at lasz* linear segments, forming a
a2 ‘m' piecewis_e quantizati(_)n character_istiqs on every.ste
Algorithm to obtain the quantization characteris-
s is as follows:
by equationQ( p) —M + X 1) initially put I, , a segment of the cunf&x)
1-e within interval [0;1] , q,, a line of quantization

Let A, be difference between sample values be-
characteristics initially set d3(x) = x within interval

— guantization interval width i&

- quantlzatlon characteristics line is expressetlc

fore and after quantization: fori=1N

A; =|U; —V; |. Ater sample highest ranking the first 2) approximate piecewisely the curve segment
Npo will fall into the interval[0; x,], the rest —into | of the distribution function with a two-segmented
the interval[x,;1] . We suppose that for eveiy-1,N broken line. The point of fracture should lie B(x)
A =0, i. e. each signal sample falls exactly irturve. This point divideg, into segments, ,,,and

the middle between adjacent quantization levels (e, ,,.,;
treme case). 3)

For the considered case the following is valid:

G:(%Z:A‘ZJ [ZA + Z A

i=NpoJ+1

replace the linegy, of quantization charac-
" teristics with a two-segmented broken line with
J 3 segmentsy, ., and g,,,,.; using (1) (the segments

- of the distribution function and quantization chara
teristics must be renormalized relatively to the-en

1/2
Npo(o 5&} +N(1- p))(O.S(l_ %)Jz _ points of segmenk, and lineq,,);
(@=¢)n 4) if i=2-1, go to step 2 setting parameter

S -

i =0 and parametek, incremented by one; other-

_ _ 2
:O_\/ po>2‘o - p)d ZXO) : (2) wise do not change parameteand increment by
ny o (1-9) one, then return to step 2.

Steps 2-4 could be repeated as many times as
, possible: the more is final value kfthe more accu-
6 = ppx’ G =(1- py)(1- %) and normalizing rately approximation of the distribution functios i
mean-square deviation (2) by quantization levglerformed and the more is gain value.
quantity (o, =c[2n,n=const) we come to the The algorithm is illustrated in fig. 3 as an exaepl

Applying  previously  defined  variables

following: of being applied to the Gaussian law (second, third
iteration and the final result).
g=1894+_% 3) To quantify the efficiency of the proposed algo-
" No* (1-9¢)° rithm of quantization noise reduction, statistisal
- : : mulation with various signal distribution laws has
Let's differentiates, with respect top: been performed. In particular, for the Gaussian dis
2¢, 2c, tribution law +30 value restrictions were imple-
do —F’f 1= )’ mented. To enclose the signal fully within the g
L= , (4) (0O; 1) expectation valug/ = 0,5 and standard devia-
do 2 G, G tion ¢ = 1/6 were taken. In this case, the distribution
o (1-¢)° function could be expressed as follows:
and after equating (4) to zero, we find the critica X E-M)?
point of the function (3): () = _[ exp( 552 ]d?'
O
:i_ whereM = 0.5,6 = 1/6.
%/Eﬂ/g The number of input signal samples was set to

N =8000, the number of quantization levels — to
It is easy to check that this point is a minimum
y P h = 4096 (12-bit ADC).

point of o, (¢), Q-E.D. During approximation theéApp(x) function con-
Solution of the Problem for the General Case  sisting of 16 linear segments has been generatedd. T

r1segmen‘[s were formed as a result of a four-step suc

We will perform a piecewise linear approximatio
cessive approximation. As a quality criterion of ap

of the distribution function consistently with two,
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proximation we used the area between the graj
F(x) and a polygonal line:
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Fig. 3. lllustration of the algorithm implementatito
normal distributiona, a; —approximation functic and
guantization characteristics after gecond iteratic;
b, b; — after thehird iteratior;
¢, ¢, — final result

The results of statistical simulation revealed
for Gaussian input signal, the gaire = 27 %, when
the suggested algorithm is applied, i.e. the gma-
tion noise power has been decreased | %, though
ADC bit resolution remain the san

Fig. 4 shows a graph of the quantization cc-
teristic (solid line) and the distribution functi
(dotted line) for this case.

Quantization functions were also obtained u:
similar method for such distribion functions

— exponential;

— Rayleigh.

Let L(X) be an inverse function to quantizat
characteristicQ [ Rnnd let’s render it on the grap

next to the distribution functions for each of tlis-
tribution laws above.
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Fig. 4. Normal distribution (dotted line) and tharres-
ponding quantization characteristic (solid i

Having looked at these graphs, we can notic
obvious regularity: the functio L(x) takes some
“intermediate position” between the functi F(x)
and the functionp = x (fig. 5). Therefore we decidke
to look for a function in the form like belo

LO)=(F() =B+ X ()

where B is a coefficient lying in rang (0; 1) de-
pending on the functiof (X) .

Let's prove a statemenfor quantization cha-
racteristics being the inverse functions toP(x)
(P(x) is calculated byformula (5)), on condition of
quantization levels number and discrete sample
number tending to infinity, the quantization noise
power is proportional to:

A .1[ F'(x)dx
> [BF'() —p +1]*

Proof. Let X, X,,...,%, be the quantization lev
values. Let's considdth interval of dynamic ranc
(which is set to [0;1] like before), i.e[x; X,,]. For
sufficiently largen, we consider that this interv
contains the number of sales proportional to the
value of F'(x) (derivative with respect tcx).
Quantization error in this interval is proportiorial
A, =(X.,—X%)N. As a consequence of quantizat

charactestic deflnltlorQ( j %, henceL(x) =

It follows:
_ _>S+1 X _ X~ X
Ba = o M T T T - L)
n n (6)
lind, =——
e LX)
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Fig. 5. lllustration of the algorithm implementatiéor the
following distribution laws: Gaussial), exponentiallf),
Rayleigh €). Solid line is the distribution function, dask
is the inverse functioh(x) of the quantization charae-
ristic, dashed line is a functi¢p = x

Summing over all intervals and substituting

formula (5), on condition of — c we obtain:
¢ F'(x)dx

N L S ™

o [BF'(X) -B+1*’

quod erat demonstrandum.

Note: As discussed earlier in the particular ce
when using uniform quantizaticA, =1.
Next task is to find the coefficie p for which the

function (7) reaches its minimum. This is equiva
to finding a zero of the function (i

dA, :j F'()(F'(¥) ~1)dx _
dg 3 [BF(X-B+1J°

The example ofA, (B) relation for exponenti
distribution function is shown cfig. 6.
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Fig. 6.Graph of relatio A, (B)

A statistical simulatiorof building the quantiza-
tion characteristics on thbasis of satisfying the
condition (8) coefficienp has been performed.

As a result, the following gaie values have been
obtained:

— 27% for the Gaussian distribution (expectat
valueM = 05, standard deviatit
o =1/6);

— 29% for the exponential distributiorrate pa-
rametei. =4).

Conclusion

The proposed method of ana-to-digital con-
version optimizationallows the simplest means
reduce the level of quantization noise withon-
creasing the ADC bit resolutio

Priori uncertainty related to absence of comg
probabilistic characteristics of the converted al
can be overcome by using adaptive mcations of
the proposed algorithm.
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3anponoHOBaHO 1 OOTPYHTOBAHO METOAMKY 1 alrOpuT™M 0OPOOKH CUTHAIIIB HA €Talli aHAIOT0-IU(POBOTO IEPETBOPCHHS
3 METOK 3a0e3MeYeHHs MiHIMyMY MOTYXKHOCTI IIyMy KBaHTYBaHHs. [IpuBeIcHI pe3ylbTaTh CTATUCTHYHOTO MOJICITIO-
BaHHS, SKi UTIOCTPYIOTH €(h)eKTHUBHICTH MPOITIOHOBAHOTO AJITOPUTMY.

Karouosi cnoBa: curnan, anaigoro-mudpose nepeTBOPEHHs; PO3MIIIEHHS OPOTiB; (YHKIIsI PO3IOIiTY; XapaKTepuc-
THKa KBaHTYBaHHS; IyM KBaHTYBaHHS; TUCIIEPCis; MiHIMI3allisl; €¢(pEKTHBHICTb.

Jasaet’ sun Onexcanap IBanosu4. Jfoxtop Texuiuaux Hayk. [Ipodecop.

Kadenpa TenexomyHikamiitaux cuctem, HarionansHuit aBianiitauit yaisepcurer, Kuis, Ykpaina.

Ocgita: KuiBchkHil IHCTUTYT iHKEHEpIB LHUBIIBbHOI aBialii. Ykpaiuna. (1970).

Hampsim HaykoBOi AiSUTBHOCTI: CHHTE3 aJITOPUTMIB Ta 3aco0iB 00pOOKM CHTHAIIB Ha (OHI 3aBajl, aHAIOTO-ITU(POBI TIe-
pPETBOPIOBaYi, po3po0Ka aBTOMATH30BAHHUX alapaTHO-TIPOrPaMHUX iH(POPMAIITHIX CUCTEM Ta KOMIUICKCIB.

KimbkicTs myOmikamiii: 120.

E-mail: davletyants@list.ru

XapJsamos IBan BagumoBuu. bakanasp. CTyaeHT MaricTparypu.

Kadenpa TenexomyHikaniuux cucteMm, HarionansHuii aBianiitnuid ynisepcuret, Kuis, Ykpaina.

Ocgita: HarionansHuii aBiauifinuii yaisepcuret, Kuis, Ykpaina. (2013).

Hampsim HaykoBO1 HisUTBHOCTI: TEJIEKOMYHIKAIIIIHI CHCTEMH, aHAJIOTro-IIU(POBE MEPETBOPEHHS CUTHAJIB, CTATUCTUYHE
MOJICITFOBAHHS CHCTEM.

KinbkicTh myOmikariii: 2.

E-mail: vaniavmgs @ukr.net




O. |. Davletiants, I. V. Kharlamov_Minimization odnalog-to-digital signal... 47

A. . Jasaerbsinn, . B. Xapnamos. MuHuMH3anusl YpPOBHS INYMAa KBAHTOBAHHSA NPH aHAJIOro-nuppoBOM
NpeoOpa3oBaHUM CHTHAJIA

[MpennoxxeHs! 1 000CHOBaHBI METOJMKA W aJrOPUTM O00pabOTKM CHI'HAJIOB Ha ATale aHaJoro-uuQpoBoro mnpeodpaso-
BaHMS C LEJbI0 00ECIEYeHNs] MUHUMYMa MOIIHOCTH IIyMa KBaHTOBaHUS. [IpuBeZeHBI pe3ysbTaThl CTATUCTUYECKOTO
MOJEIMPOBAHMS, WILTIOCTpUpYoHe 3()(heKTHBHOCTH MPEAIAaracMoro aaropuTMa.

KaioueBble coBa: curHai; aHajuoro-uugpoBoe npeoOpa3oBaHUE; PACCTAHOBKA MOPOToB; (QYHKLUS paclpelelICHus;
XapaKTEepUCTHKA KBAHTOBAHMS,; IIyM KBAHTOBAHMSI, AUCIIEPCHS; MUHUMH3ALUS; 3PPEKTUBHOCTS.

JaBaerbsinu Ajexkcanap MBanosud. Jfoxtop Texauaeckux Hayk. [Ipodeccop.

Kadenpa renekoMMyHHKAIIMOHHBIX cricTeM, HanmoHapHBINM aBUAIMOHHBIN yHUBepcuTeT, Kues, Ykpanna.
O6pa3zoBanune: KiueBckuii HHCTHTYT HHXKSHEPOB rpakaaHckoi aBuanuu (1970).

Hanpasnenne Hay4HOH HEATEIFHOCTH: CHHTE3 aJTOPUTMOB M CPEACTB 0O0pabOTKH cUrHaloB Ha (poHE momex, aHaJo-
ro-udpoBkIe Mpeodpa3oBaTeny, pa3padoTKka aBTOMaTH3UPOBAHHBIX AIIAPAaTHO-TIPOTPAMMHBIX CHCTEM W KOMILIEKCOB.
Konmuectso ny6mmkanmii: 120.

E-mail: davletyants@list.ru

XapsaamoB UBan BagumoBuy. bakanap. CTyIeHT MarucTparypebl.

Kadenpa TenekoMMyHUKAIIMOHHBIX CUCTEM, HallmoHANBHBIH aBUAIIMOHHKIA yHUBepcuTeT, Kues, YkpauHa.
O6pa3zoBanue: HanuoHanbHbIi aBHalMOHHBIH yHHBepcuTeT, Kie, Ykpauna (2013).

HampagiieHne HaydHOH AESITETLHOCTH: TEICKOMMYHUKAIIMOHHBIE CHCTEMBI, aHAJIOro-1M(pOBOe MPeoOpa3oBaHUE CHT-
HaJIOB, CTATUCTUYECKOE MOJIEIIMPOBAHUE CUCTEM.

KonuuectBo myOnukanuid: 2.

E-mail: vaniavmgs@ukr.net




