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Abstrakt. This paper presents analysis of the complementary algorithm for inertial navigation
systems. Suboptimal algorithm for sensors data fusion of the navigation system is proposed.
This method employs combined complementary filter approach and attitude error equation of
the inertial navigation system. Smulation results are presented to demonstrate the performance
of the proposed approach.
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Introduction. The traditional approach to navigation systems egwplinertial Navigation
System (INS) and Global Navigation Satellite Syst¢é@NSS), using different data fusion
algorithms.

The majority of navigation data fusion algorithm® &ased on Kalman filter, particularly
Extended Kalman filter (EKF). The EKF linearizegtbthe process and the observation functions
with a first-order Taylor approximation. In pradijahis approximation is the source of errors ef th
EKF [5], since the approximated none-linear problénactually optimally solved by the
corresponding linear Kalman filter. Besides it ificult to know exact values for covariance
matrix of noise rondom process. Together, thesefacontribute to filter divergence.

In most cases leading researchers solve this probkng their own unique approaches. In
particular in order to overcome divergence a loKafman filter modifications were developed,
e. g.: Yasvinsky algorithms, different robust [Bdeadaptive extensions [4].

At present besides optimal state vector estimgti@iman filter), there are other methods of
data fusion, which are well proven in practiceg.ein complementary filters. The feasibility ofghi
method is provided by the fact that measurememawgfgation data is based on different physical
principles, and measurement errors remain in diffefrequency ranges.

Complementary filter approach allows to estimatly aneasured components of navigation
system, in case of Kalman filter it is possible éstimate all components of state vector, in
particular the angular orientation and sensor’sumsental errors (gyro and accelerometer biases).

Complementary Filter. This paper proposes the combined complementagy:fitheasured
components of state vector estimated with compléaneriilter approach and indirectly measured
attitude are extrapolated by means of INS erroagqgn.

As data fusion of redundant navigation informatioomplementary filter is suggested, which
is well known from Doppler inertial navigation sgsts (fig. 1).
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Fig. 1. Complementary filter

Instead of the classical aperiodic filtefp) in compensation schemes, authors propose to use
a third order filter with variable structure [1].
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Heret,, is uptime of compensation complementary f (1).

Studies have shownigf 2) that the results of such data fusion algoriare not worse than of
the Kalman filteringwithout affectin the stability of estimation.

Kalman Filter’s error of estimation
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However, this algorithm does not estimate obsee but not measurable state vec
components, in particular angular orientat

State vector of complex inertial satellite navigatsyster (ISNS) Xq.s « IS based on the error

. . . . T . .
equation of inertial and satellite syste X,qq :‘xlevk xGNSSk‘ , by using the optimal Kalme
filter, the generalized state space equation ofptexisystem errors can be written

XISNS,k :(I)ISNSKX ISNSk— l+E ISNS (2)

where D5y =

(]
‘ NSk is a known statpropagation matrix, which is formed on the b

O (I)GNSS,k
of the ® s, Psss Matrices, models of correlated components of GNSfl #\S;

& isns.k :‘E,Ns,k EGNSSK‘ is the vector of zero mean white Gaussian noisé wadlvarance matrix
Qins (Process noise matrix), of two corresponding naidgesystems

Equation for estimation of vec! X, With certain assumptions, derived from the ger
equations of optimal filtering is as fows:

5\(ISNS k = iISNS,klk—l +K k (ZGNSSk - 2ISNS,k); (3)
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where z,s Zns are observation vectors of GNSS and ING;is a known matrix of vector
function G(Xsys ), that connects the radio navigation signal patarsewith the estimated state
vector Xsys; Mgnss: M nsare the known matrices errors of the observatiocgss from GNSS
and INS; z.,is the estimation of an observation vectBit, s, X;s» d%ess are errors of estimation
of complex system, INS and GNSS errokgys,. ¥ P are corresponding errors of INS, GNSS

and covariance matrix for momekt calculated based on measurements at the pregieps
stampsk-1, k—2; H is a measurement matriX;is a measurement noise covariance matrix.

Simulations of proposed filtering approach were edawvith simplified variant of inertial
navigation system with the foIIowing equations adtian [1]:

Vy
= h=V,: =0, :
_ V T\ = VN -
V aN RE +h ’VH _aH+PE+hVN g; (10)

a, =a,co0s¥-a, sifd; a, =a, sind +a, cosd .

¢ ,h are latitude and height/,,v, are Northern and vertical componentg,,a,, are Northern
and vertical components acceleratioq;,a, are acceleration in body frame (accelero-meters

output); 9 is a pitch anglew is angular velocity in the body frame (gyro outpu®; is Earth
radius.
For simulation purposes next parameters of inertial sensors were used

— gyro bias 400" /hr -

— angular random walk £ 2° /v/hr ;
— accelerometer bias19°g;

— velocity random walk -9,18n /s Whr ;
— Global Navigation Satellite System position precisiorm{1o);
— Global Navigation Satellite System velocity precisiod,85m /s (Io )

Performance of complementary filter is presented on fig. 3 — @aiicular fig. 6 shows the
extrapolation of the INS angular orientation errors.
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Attitude error extrapolator. The following assumption was made in studies ofcitabinec
complementary filter: since the errors evolutionrartial navigation system can be observed f
the output of complementary filter, it becomes fble to use this information to construct
attitude error extrapolatoAttitude errors can be described with the followeaguatior

L sv,+— N _ah
R+h " R+

5 =- +€, (11)
dhis INS height errordV,, is INS North velocity errord9 is attitude errorgis gyro bias.

This approach makes possible to predict the INBidé error, like Kalman filter does on t
prediction stage. In cas¥ precise initial conditions, it is possible tot ggiite accurate predictiol
for the pitch error on the long time period, even ¥ery noisy sensors. In our case, the anc

random walk was choseh 2° I\nr | for example inertial measement unit Navchip ($ 1,00

from InterSense includes micromechanical gyroscap#ds an angular random we 0,18 /v/hr ,
and the device has one order of magnitude lower tifva noise densit'
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Fig. 5.Attitude estimation err Fig. 6. Prediction ofNS attitude errc

This method has several drawback: large sensitiitgitial conditions of attitude INS error
If gyro bias set with an accuracy of %, the results of the extrapolation of attitudeoe
significantly deteriorate (fig. 7).

Since there is no stage correction, extrapolatéide INS error diverges with the time. T
approach can be used quite successfulcase if unmanned air vehicleperatiol time or attitude
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correction time (for instance steady flight with acceleration) is less than diverge time of
filter.
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Fig. 7. Prediction of INS attitude error , in cagel0 % error in initial condition for gyro bi

Conclusion. The proposed approach to state estimation and fdatan for inertial anc
satellite mvigation systems is faster and it robust to-stationary random processes, e.g. sen:
scale factors or biases and on the other handnitbeaquite easily implemented in the onbc
digital computer.
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M. K. ®inamkin, M. HoBik

Kom0inoBaHnii koMIieMeHTapHUI (PLIBTP A1 iHepUiaJbHOI HaBIraniiiHoOI cucTeMHu
Po3rnsiHyTO criocobu KOMIUIEKCHOT 00poOKu iH(popMalii B iHEpLiaTbHO-CYTyTHUKOBUX CHCTEMax
Hapiramii. [lig 9ac moOymoBU IHTETPOBAaHUX KOMIUIEKCIB BUKOPHUCTOBYETHCS KOMOIHOBaHA cXema
¢inpTparii, ska 00’ €qHy€e crmocid B3aeMHOI KOMITEHCAIlli Ta €IeMEHTH KaJIMaHOBCHKOI (himbTpallii.
HaBezneHno pe3ynpTaTH 10OCIiIKEHb IPOTIOHOBAHOTO AJITOPUTMY OIIIHKM BEKTOPA CTaHy.

H. K. ®unsamkug, H. HoBuk

KoMOMHUpPOBaHHBII KOMIIEMEHTAPHBI (QUJIBTP ISl HHEPHUAIBHOH HABUIAMOHHOWM
CHCTEeMBbI

PaccMoTpeHbl  CcrocoObl  KOMILIEKCHOW 00paboTku MH(OpMALMU B WHEPIHUATBHO-CITYTHUKOBBIX
cucTteMax HaBuramuu. IIpu MOCTpOEHMHM MHTErPHUPOBAHHBIX KOMILIEKCOB HCIIONIBb3yeTCs KOMOWHH-
poBaHHasi cxeMa (QWIbTpaluy, OOBEAMHSAIONAs CHOCO0 B3aUMHOM KOMIICHCAIMM M 3JEMEHTHI

KaJIMaHOBCKOW (uiibTpanu. [IpuBeneHbl pe3ynbTaThl MCCIEAOBAaHUN MPENIaraeMoro ajlropuTMa
OLICHKH BEKTOpa COCTOSHHUS.



