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Abstract—It is considered the creation of intelligent weather forecast system in traditional statement as
the prediction of time series For the solution of this problem it is chosen a random forest algorithm.
Examples of program implementation of the algorithm are given using libraries for the python
programming language, namely Pandas and Skicit-learn. It is considered a problem solution for a
number of real examples and corresponding results are given.
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I. INTRODUCTION

The weather studying has great practical
meaning, because of its prognosis is needed in many
areas. At present, forecasts are made for the general
use, orientated on all media, as well as on special
ones - intended for the satisfaction of certain
economy branches requests, taking into account the
specifics of different professions people activities
(aviators, sailors, builders, farmers, etc.).

Weather forecasting from a scientific point of
view is a complex physical problem, for the solution
of which there are several methods, but in full
measure for all meteorological values and
phenomena characterizing the state of weather, no
method provides an exact solution.

Weather can be predicted by local features
therefore the observation of local weather patterns is
of great practical importance. Such features of
weather (temperature change, character of clouds,
pressure, wind force, etc.) can be observed on the
phenomena of inanimate nature, plants, animals.

Another important indicator for predicting
weather is the climate. The climate is named long-
term weather conditions, due to solar radiation, the
nature of the underlying surface and the associated
circulation of the atmosphere in the area for a long
time. The climate is formed as a result of a natural
sequence of meteorological processes, defined by
the complex of physical and geographical conditions
and expressed in long-term weather mode.

Using information provided climate parameters
and local features, it is formed the history of
meteorological researches. Using the methods of
machine learning to analyze the previous
information, it is possible to predict the weather for
a long period of time.

Machine learning researches the learning and
construction of algorithms that can be adjusted from
data, and perform a predictive analysis based on it.
[1]. Such algorithms operate by way of model
constructing and its adjusting with help of training
set incoming observations for forecasts creation and
making decisions that are expressed as outputs of the
system [2].

II. PROBLEM STATEMENT

Within the field of data analysis a methods of
machine learning used for a finding of algorithms
that serve prediction. In commercial applications,
this phenomenon is known as forecast for analytics.
These analytical models allow researchers,
engineers and analysts "to produce reliable solutions
and results" and to reveal "hidden understanding" by
learning from the historical relationships and trends
in the data.

On this basis, it is possible to create a model of
machine learning, with which it is possible to predict
the weather based on information from previous
years. The main task of the program will be to
predict the maximum temperature for the desired
days based on meteorological data over the past
years.

The solution of given problem includes the
execution of follows steps

— data receiving;

— correction of missing data;

— data converting into a format that is accessible
to the machine;

— data preparation for a machine learning model;

— creating of basic model;

— model learning ;

— forecast receiving;

— results presentation in visual or numerical form.
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III. PROBLEM SOLUTION

As the sourse of information of meteorological it
is chosen NOAA Climate Date Online. Servis
NOAA ecasy to use, and temperature data can be
downloaded in the form of ready files csv, which
can be processed on the following language Python.

The following Python code loads data and
displays their structure (Fig. 1.)

import pandas as pd
features = pd.read csv{ temps.csv’)
features.head 5

year month day week temp_2 temp_1 average actual forecast_noaa forecast_acc forecast under friend
0 2016 1 1 Fri 45 45 45 6 45 43 0 44 29
1 2016 1 2 Sat 44 45 457 44 41 50 44 61
2 2018 1 3 Sun 45 44 458 4 43 46 47 56
3 2016 1 4  Mon 44 41 459 40 44 43 45 53
4 2016 1 5 Tues 41 40 46.0 44 45 45 45 4

Fig. 1. Structure of weather data from the NOAA Climate site Date Online

If look at the amount of data, can see that there is
information for 348 days. In our case, the missing

source. To determine whether these abnormalities
choice in value, conduct statistical calculations.

data is not critical because taken from a reliable features.describe()

year month day temp_2 temp_1 average actual forecast_noaa forecast_acc forecast_under friend

count 3480 342.000000 343.000000 348.000000 348.000000 348000000 348.000000 342.000000  343.000000 348.000000 342.000000
mean 2016.0 6477011 15514368 62.652200 62.70114% 59.760632 62543103 57.238508 62.373563 59.772989 60034483
std 0.0 3.4953230 8.772982 12165398 12120542 10527306  11.794145 10.605746 10.549331 10.705256 15626179

min  2016.0 1.000000 1.000000 35000000 35000000 45100000  35.000000 41.000000 46.000000 44.000000  28.000000
25% 2016.0 3.000000 8.000000  54.000000 54.000000 49.975000  54.000000 48.000000 53.000000 50.000000  47.750000
50% 2016.0 6.000000 15.000000 62500000 62500000 53.200000 62500000 56.000000 61.000000 58.000000  60.000000
5% 2016.0 10000000  23.000000 71.000000 71.000000 69.025000 71.000000 66.000000 72.000000 69.000000  71.000000
max 2016.0 12.000000  31.000000 117.000000 417.000000 77.400000  92.000000 77.000000 82.000000 79.000000  95.000000

Fig. 2. Summary data that proves that there are no abnormal values in the sample

As can be seen from Fig. 2, did not find any
points that showed themselves to be abnormal, nor
do we have columns with zero values of the
measurement results.

It is necessary to make a small modification so
that the model of machine learning can read the
information correctly. For this we will use the
Python-library Pandas, based on the known structure
dataframe.

Need simple data encoding, which will convert
verbal names of the days of the week into their

numerical counterparts. This step is needed, because
the short days of the week are intuitive for us, but
the machines do not have this knowledge.

It is known the numbers it is necessary provide
for machine learning. Thus, the information must be
brought to the required form by the following team.

features = pd.get dummies(features)
features.iloc[:,5:].head(5

Got information in the following form (Fig. 3).

average actual forecast_noaa forecast_acc forecast_under friend week _Fri week_Mon week_Sat week_Sun week _Thurs week_Tues week Wed

0 456 45 43 50 44 29
1 457 44 #H 50 44 61
2 458 41 43 46 47 56
3 459 40 44 48 46 53
4 46.0 44 46 46 46 41

1 0 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 1 0 0 0 0 0
0 0 0 0 0 1 0

Fig. 3. Data after direct coding
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After this, transform information in the Numpy
arrays, this is required in order for the machine
learning library to read this data, for this we use the
following code

import numpy as np

labels = np.array(features[ actual'])
features= features.drop('actual’, axis = 1)
feature list = list(features.columns)
features = np.array Feature5|

from sklearn.model_selection import train_test_split

Before can get and evaluate the forecasts, need to
conduct analytical work to establish a limit for
model.

The base forecast for our case will be the average
temperature. In other words, our base line is an error
we would have if simply predicted the average
maximum temperature for all days.

The base forecast for our case will be the average
temperature. Base line is an error we would have if
simply predicted the average maximum temperature
for all days.

train_features, test_features, train_labels, test_labels = train_test_split(features, labels, test_size = 8.25, random_state = 42

from sklearn.ensemble import RandomForestRegressor

rf = RandomForestRegressor(n_estimators = 1608, random_state = 42)

rf.fit(train_features, train_labels);
predictions = rf.predict(test_features)
errors = abs(predictions - test_labels)

mape = 188 * (errors / test_labelsﬂ
accuracy = 188 - np.mean(mape)
print('Accuracy:', round(accuracy, 2), '%.')

Make predictions on the test information. Then
can compare predictions with known answers.
Having compared the data for 2016 we have the
result in 93.94% of the correct answers.

V. CONCLUSIONS

The basic problem of weather forecasting is the
complexity and cost of the research. Therefore, it is
possible to use machine learning algorithms to
process optimization.

Although here are their nuances, namely the fact
that the data needs to be worked out in detail,
remove artifacts that take a long time, but this
procedure needs to be done only once.

In this paper consider the methods of teaching the
model of machine learning to predict the maximum

temperature for the required days. For the solution of
this problem it is chosen a random forest algorithm.
Examples of program implementation of the
algorithm are given using libraries for the python
programming language, namely Pandas and Skicit-
learn.
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