STRUCTURAL-PARAMETRIC SYNTHESIS OF HYBRID NEURAL NETWORKS ENSEMBLES

Abstract—It is considered the approach to the design of the ensemble of neural networks, where a collection of a finite number of neural networks is trained for the same task, then their results of the given task solution are combined. It is proposed an algorithm of optimal choice of neural networks topologies and their quantity for their inclusion as a member in ensemble. The further refinement of ensemble composition is done with help pruning operation. The output of an ensemble is a weighted average of the outputs of each network, with the ensemble weights determined as a function of the relative error of each network determined in training. It is presented a novel approach to determine the ensemble weights dynamically as part of the training algorithm. The weights are proportional to the certainty of the respective outputs.

Index Terms—Neural networks; ensemble; training; optimization; topology.

I. INTRODUCTION

An ensemble of neural networks (NN) is called a group of topologies, united into a single structure, which may differ in architecture, learning algorithm, training criteria, and types of generating neurons [1]. In another variant, the term ensemble means "united model", the output of which is a functional combination of individual models outputs [1]. The construction of classifier ensembles is an active field of research in machine learning because of the improvements in classification accuracy that can be obtained by combining the decisions made by the units in the ensemble.

Input data can be broken down into certain groups for processing by different NNs or applied to all networks at the same time.

Forming of NN ensembles requires a solution of two stages problem – the qualitative learning of each NN which is supposed to include to the ensemble and their optimal association. The known algorithms are divided into two classes: algorithms that for new classifiers change the distribution of learning examples based on the accuracy of the previous models (boosting), and those in which new members of the ensemble learn independently of others (bagging).

II. PROBLEM REVIEW

The main algorithms of the NN ensemble association and their disadvantages are shown in the Table I [1].

In contrast to [2], in this work, instead of separate NNs, modules of neural networks are used.

The necessity of the modulus principle applying in the hybrid NN of ensemble structure is determined by the following:

– heterogeneity of the data of the training sample, which leads to the inability of a one-module NN to correctly approximate the necessary dependence;

– the complexity of the algorithm of the solvable problem, which requires a multimodal structure;

– characteristics difference of the errors function on the various fragments of the training sample;

– need to accumulate the knowledge of experts in NN modules learning.

For new, there are serial and parallel types of structures for the construction of NN ensembles. Investigations of the serial structure of the of modules connection into the ensemble are currently absent. In work [3] the examples of serial construction of modules structure networks are presented. An example of a parallel modules structure is presented in work [4].

The main difficulty of networks ensemble association is the training of all components for the problem solution. In order to increase the effectiveness of learning, each NN is learnt separately (if possible), and then united into a single structure. However, in the case where the training algorithms of selected topologies belong to different classes, the synchronous training of all modules included in the ensemble is required, and therefore it is necessary to develop a single algorithm for all ensembles modules adjustment.

Let's consider the principles of hybrid NN ensembles constructing of serial and parallel structures.

III. MODULE CONNECTION TYPES

The serial ensemble organization structure consists in supplying the output data of one module to the inputs of another module. A similar structure is used to restore the input data or to improve their differences (normalization) for execution of the main task (approximation, classification, etc.).

The general scheme of modules serial connection of the is shown in Fig. 1.
### Table I

**CHARACTERISTICS OF ALGORITHMS**

<table>
<thead>
<tr>
<th>Technology</th>
<th>Methodology for obtaining the result</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Static structures</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| Averaging over ensemble | Linear combination of NN output signals | 1. Dependence of the result on the correct determination of the competence of the NN.  
2. Increasing the complexity of the algorithm by applying algorithms of "data noise emissions" correction. |
| Boosting              | Each new NN is based on the results of previously built neuron networks | 1. The presence of more examples of learning sample.  
2. The degeneration of the NN ensemble into a complex inefficient neural network structure that requires a large amount of computing resources.  
3. The last NNs learn on the "most complex" examples. |
| Stacking              | Applying the concept of meta learning | 1. The complexity of the theoretical analysis through a set of sequentially shaped models.  
2. Possible growth of meta model levels, which can lead to a rapid depletion of computing resources. |
| Bagging               | Formation of the NNs set on the basis of the set of subsets of the learning sample and the subsequent combining of the results of the SNN work | 1. Additional computational expenses associated with the need to form a large number of learning sample subsets.  
2. The subsets of the examples differ from each other, but are not independent, since they all are based on the same set.  
3. The algorithm requires a large amount of data for adjustment and learning. |
| Dynamic structures    |                                      |                                                                               |
| Mixing of expert opinions | Integration of expert knowledge through the use of the gateway network | 1. The algorithm demands the computing resources in the breakdown of the output area. It is possible to create a large number of areas, which will lead to excessive clustering of area and will create a larger group of basic NNs with a complex mechanism of interaction with the networks of the gateway.  
2. Learning and adjusting the hierarchical model represents a complex computational process. The learning process based on the stochastic gradient is based on the adjustment of the weight coefficients of the NNs, the network of the gateway of the first and second levels, which leads to a complicated algorithm of complex optimization of the total NN machine. |

![Fig. 1. Serial connection of modules](image)

An ensemble in which the input data is applied simultaneously to the inputs of all modules that form the hybrid NN is called parallel. The main element of such structure is the "layer of association", which is responsible for aggregating the results of the various ensemble components. The general structure of the parallel modules ensemble of NN is shown in Fig. 2.

The main disadvantage of using a parallel ensemble is an overly complex learning algorithm with probabilistic convergence.

Based on the analysis conducted in this paper, it is proposed to synthesize the hybrid topology in the form of a series-parallel ensemble of NN modules, which is the most generalizing structure. The selected conceptual model is shown in Fig. 3.
distribution, without increasing bias, which results in a reduced error and enhanced stability.

- The other benefit of using bagging is related to the model selection. Since bagging transforms a group of over-fitted neural networks into a better-than perfectly-fitted network, the tedious time consuming model selection is no longer required. This could even offset the computational overhead needed in bagging that involves training many neural networks.

- Bagging is very robust to noise.

- Parallel execution: although the boosting algorithm has better generalization ability than the bagging algorithm, the bagging algorithm has the benefit of training ensembles independently, hence in parallel.

Let $D = \{d_1, \ldots, d_N\}$ be a set of $N$ data points where $d_i = \{(x_i, y_i) | x_i \in [1, N]\}$ is a pair of input features and label that represents the $i$th data point, $C = \{c_1, \ldots, c_M\}$ be a set of $M$ classifiers where $c(x_i)$ gives the prediction of the $i$th classifier on the $i$th data point, $V = \{v(1), \ldots, v(N)\} = [v_1(1), \ldots, v_L(1)]$, and $y \in [1, N]$ be a set of vectors where $v(i)$ is the number of predictions for the $i$th label of the $i$th data point of an ensemble combined with majority voting, and $L$ is the number of output labels.

It is necessary, based on the accuracy and variety of classifiers $C = \{c_1, \ldots, c_M\}$, to select members to form an ensemble, having a test set of data and assuming that the networks are previously trained on bootstrap samples.

V. PROBLEM SOLUTION

For the beginning it is necessary to select the candidates from the set of NN for their inclusion into ensemble.

From our point of view it must be hybrid NN, for example modules of NNs [3], [4], where is presented their structure.

Equal models become diverse when learning from different data sets. If we have at our disposal only one set of $m$ examples, then the different subsamples with close statistics can be obtained by applying a bootstrap [17] – a random sample with a return.

The main idea of the bootstrap is to repeatedly retrieve repeated samples from the empirical distribution by the method of Monte Carlo statistical tests. Namely, we take a finite set of $n$ terms of the original sample $x_1, x_2, \ldots, x_n$, from which it is "stretched" at each step of $n$ consecutive iterations using a random number generator uniformly distributed on the interval $[1, n]$ an arbitrary element $x_i$, which again "returns" to the original sample (that is, it can be retrieved).
So preliminary stage of ensemble building is the creation of basic classifiers which must be independent.

These classifiers are learnt on independent data sets. As result we have the following algorithm:
1) A set of training examples is given \((x_1, y_1), \ldots, (x_m, y_m)\) tagged \(y \in \{1, \ldots, k\}\).
2) Get \(T\) bootstrap sampling \(D\).
3) Independently (in parallel) to train \(t\) classifiers \(h\), everyone in their sample \(D\).

In bagging, only a subset of examples typically appears in the bag which will be used in training the classifier. Out-of-bag error provides an estimate of the true error by testing on those examples which did not appear in the training set. Formally, given a set \(T\) of examples used in training the ensemble, let \(t\) be a set of size \(|T|\) created by a random sampling of \(T\) with replacement, more generally known as a bag. Let \(s\) be a set consisting of \(T - (T \cap t)\). Since \(s\) consists of all those examples not appearing within the bag, it is called the out-of-bag set. A classifier is trained on set \(t\) and tested on set \(s\). In calculating the voted error of the ensemble, each example in the training set is classified and voted on by only those classifiers which did not include the example in the bag on which that classifier was trained. Because the out-of-bag elements, by definition, were not used in the training set, they can be used to provide an estimate of the true error.

We have developed an algorithm which appears to provide a reasonable solution to the problem of deciding when enough classifiers have been created for an ensemble. It works by first smoothing the out-of-bag error graph with a sliding window in order to reduce the variance [19].

Only a fraction of the trees in the ensemble are eligible to vote on any given item of training data by its being “out-of-bag” relative to them. Consider the meaning of diversity.

Given two classifiers \(c_i\) and \(c_j\), where \(N^{(0)}\) denotes the number of data points incorrectly predicted by \(c_i\) but correctly predicted by \(c_j\), and \(N^{(10)}\) is the opposite of \(N^{(0)}\), the diversity of \(c_i\) and \(c_j\), denoted by \(D\), is the ratio between the sum of the number of data points correctly predicted by one of the classifiers only and the total number of data points, as given in equation

\[
D = \frac{N^{(0)} + N^{(10)}}{N}.
\]

A classifier \(c_i\)’s diversity contribution to an ensemble, denoted by \(ConDiv_i\), is the sum of the diversities between \(c_i\) and each other classifier in the ensemble (excluding \(c_i\) because according to equation (1) a classifier’s diversity to itself is zero), as given in equation

\[
ConDiv_i = \sum_{j=1}^{M} D_{i,j}.
\]

For the two-class classification problem, the variety contribution of classifier \(c_i\)

\[
ConDiv_i = \frac{1}{N} \sum_{s=1}^{N} (M - v^{(s)}(c_i)),
\]

where \(N\) is the number of data points; \(M\) is the total number of classifiers; \(v^{(s)}(c_i)\) is the number of classifiers that agree with \(c_i\) in prediction (including itself); \((M - v^{(s)}(c_i))\) is the number of classifiers that disagree with \(c_i\) in prediction. In a two-class learning task, each disagreement is counted once when calculating the diversity contribution of \(c_i\), as defined in equation (2). Thus the sum of the disagreements on all data points divided by \(N\) is exactly equal to equation (2).

In general an individual classifier’s prediction on the data points can be divided into four exclusive subsets:
1) the subset in which the individual classifier predicts correctly and is in the minority group (ensemble predicts incorrectly);
2) the subset in which the individual classifier predicts correctly and is in the majority group (ensemble predicts correctly);
3) the subset in which the individual classifier predicts incorrectly and is in the minority group (ensemble predicts correctly);
4) the subset in which the individual classifier predicts incorrectly and is in the majority group (ensemble predicts incorrectly).

In work [20] for designing a heuristic metric for evaluating individual contributions of ensemble members it is determined the rules of for evaluating contributions of predictions: 1) correct predictions make positive contributions (correct predictions that are in the minority group make more positive contributions than correct predictions that are in the majority group); 2) incorrect predictions make negative contributions (incorrect predictions that are in the minority group make less negative contributions than incorrect predictions that are in the majority group).

The individual contribution of a classifier \(c_i\) is therefore defined as:

\[
IC_i = \sum_{j=1}^{N} IC_{i,j},
\]

where \(IC_{i,j}\) is \(c_i\)’s contribution on the \(j\)th data point \(d_j\),
When \( c(x_j) \) equals \( y_j \), which means \( c_i \) makes correct predictions on \( d_j \), if \( c(x_j) \) is in the minority group (the first subset), \( IC_{\{d\}}^{(j)} \) is defined as:

\[
IC_{\{d\}}^{(j)} = 2v_{\max}^{(j)} - v_{c(x_j)}^{(j)},
\]

where \( v_{\max}^{(j)} \) is the number of majority votes on \( d_j \) and \( v_{c(x)}^{(j)} \) is the number of predictions on \( c(x_j) \), as defined before.

When \( c(x_j) \) equals \( y_j \) and \( c(x_j) \) is in the majority group (in this case \( v_{c(x)}^{(j)} = v_{\max}^{(j)} \) ) (the second subset), \( IC_{\{d\}}^{(j)} \) is defined as:

\[
IC_{\{d\}}^{(j)} = v_{\sec}^{(j)},
\]

where \( v_{\sec}^{(j)} \) is the second largest number of votes on the labels of \( d_j \). \( v_{\sec}^{(j)} - v_{\max}^{(j)} \) is an estimation of the “degree of positive contribution” in this case.

It is clear, if the majority of classifiers predicts correctly with a classifier on \( d_j \) this classifier’s contribution is not very valuable because without its prediction, the ensemble would still be correct on \( d_j \) (assuming no tie). Note that \( v_{\sec}^{(j)} - v_{\max}^{(j)} \) is negative. According to our rules for designing the individual contribution measure, all correct predictions make positive contributions. Thus a term \( v_{\max}^{(j)} \) is added to \( v_{\sec}^{(j)} - v_{\max}^{(j)} \) to normalize it to always be positive, which gives equation (6). And \( v_{\max}^{(j)} \) is added to \( v_{\max}^{(j)} - v_{c(x)}^{(j)} \) to maintain their relative order, which gives equation (5).

When \( c(x_j) \) does not equal \( y_j \) (the third and the fourth subsets), \( IC_{\{d\}}^{(j)} \) is defined as:

\[
IC_{\{d\}}^{(j)} = v_{\correct}^{(j)} - v_{c(x)}^{(j)} - v_{\max}^{(j)},
\]

where \( v_{\correct}^{(j)} \) is the number of votes for the correct label of \( d_j \). The two negative cases can be considered together. Similar to the discussion of “degree of positive contribution”, the “degree of negative contribution” is estimated by \( v_{\correct}^{(j)} - v_{c(x)}^{(j)} \) which is the difference between the number of votes on the correct label and the number of votes on \( c(x_j) \). The expression \( v_{\correct}^{(j)} - v_{c(x)}^{(j)} \) could give a positive value, but according to our designing rules incorrect predictions should make negative contributions. So a term \( -v_{\max}^{(j)} \) is added to \( v_{\correct}^{(j)} - v_{c(x)}^{(j)} \) to normalize it to always be negative.

Combining equations (5), (6), and (7) with equation (4), the individual contribution of the classifier \( c_i \) is:

\[
IC_i = \sum_{j=1}^{N} \left( \alpha_y \left( 2v_{\max}^{(j)} - v_{c(x)}^{(j)} \right) + \beta_y v_{\sec}^{(j)} + \theta_y \left( v_{\correct}^{(j)} - v_{c(x)}^{(j)} - v_{\max}^{(j)} \right) \right),
\]

\[
\alpha_y = \begin{cases} 
1 & \text{if } c_i(x_j) = y_j \text{ and } c_i(x_j) \text{ is in the minority group;} \\
0 & \text{otherwise.}
\end{cases}
\]

\[
\beta_y = \begin{cases} 
1 & \text{if } c_i(x_j) = y_j \text{ and } c_i(x_j) \text{ is in the majority group;} \\
0 & \text{otherwise.}
\end{cases}
\]

\[
\theta_y = \begin{cases} 
1 & \text{if } c_i(x_j) \neq y_j; \\
0 & \text{otherwise.}
\end{cases}
\]

According to equation (8) it is forming the set of NN modules which include into ensemble. It demands the NNS modules combining.

VI. Procedure of NN Modules Combining

The output of an ensemble is a weighted average of the outputs of each network, with the ensemble weights determined as a function of the relative error of each network determined in training [14] – [16]; the resulting network often outperforms the constituent networks. There is a growing body of research into ensemble methods, for example, improvements in performance can result from training the individual networks to be decorrelated with each other [12], [13], [17], [18] with respect to their errors.

It used an approach to determine the ensemble weights dynamically as part of the training algorithm, i.e. during each propagation through the network, as opposed to any pre-determined fixed values or calculations [21]. The weights are proportional to the certainty of the respective outputs. The certainty of a network output measures how close the output is to one or the other of the target values.

We define the dynamically averaged network (DAN) by:

\[
f_{\text{DAN}} = \sum_{i=n} w_i f_i(x),
\]

where the \( w_i \) (\( i = 1, n \)) are according to:
Finally, depending on the desired amount of pruning, the first \( \tau \) classifiers in the sequence are selected. If the goal is to improve accuracy, \( \tau \) should correspond to the minimum in the test set. Determining the location of this minimum using information only from the training set is a difficult task because test and train minima can occur at different subensemble sizes. Nonetheless, the minimum observed in the ensemble test error curves is fairly broad, which means that it is easy to improve the results of bagging by early stopping in the aggregation process in the ordered bagging ensembles.

VIII. CONCLUSION

It is proposed a new structure of NN ensemble, which elements are NN modules, that permits to increase its accuracy. It is considered a general approach of NN ensembles building: choice of kind and number of elements, procedure of NN modules combining and ensemble pruning. It is determined the best algorithms which supply the best solution of each task.
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O. I. Чумаченко, А. Т. Кот. Структурно-параметричний синтез ансамблів гібридних нейронних мереж
У статті розглянуто підхід до дизайн ансамблю нейронних мереж як колекції кінцевого числа нейронних мереж для вирішення однієї і тієї ж задачі, а потім об’єднання результатів їх роботи. Запропоновано алгоритм оптимального вибору топології нейронних мереж і їх кількості для включення в ансамбль. Подальше уточнення складу ансамблю здійснюється за допомогою операцій обрізання. Вихід ансамблю є середньозваженим значенням вихідних коритних мереж, при цьому суккупні ваги визначаються як функція відносної похибки кожної мережі, визначеної при навчанні. Представлено новий підхід до динамічного визначення ансамбля ваг в рамках алгоритму навчання. Ваги пропорційні визначеності відповідних вихідних вихідних. 
Ключові слова: нейронні мережі; ансамбль; навчання; оптимізація; топологія.
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